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Abstract
With consideration of the increasing importance of

auditing system and the present auditing systems’
incapability of performing packet reassembling analysis,
this research attempts to develop a “network-based
auditing system with session tracking and monitoring” to
assist network administrators to analyze and rearrange the
packets into separate session groups. This developed
system is able to reveal every single step of the
unauthorized activities.  As a result, the administrators
can investigate each network session and its transferred
data more efficiently, and reduced greatly the time for
auditing data analysis. In addition, the event
reconstruction simulates the actual event occurred at that
time; this feature provides network administrators with
more detailed and realistic insight concerning
vulnerabilities in network security that need to be fixed.
Also, this system keeps track of all network events, and
collects related information in a set of auditing files (log
files). Moreover, the collected records and reassembled
files can serve as evidences in tracing cyber-crimes and
as references for recovery process.
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1. Introduction
Ever since computer’s birth, its popularity grows with

its increasing importance.  In fact, it has become an
indispensable tool in today’s modern society.  Internet’s
advent creates a new medium that allows messages and
data to be transmitted globally.  As Internet progresses,
more and more crimes are gradually extending its domain
from human communities to this virtual dimension. And,
network security has become a critical issue for users
around the world.  Nowadays, hackers vandalizing
servers, violating privacy and stealing confidential
information have become the new type of criminal act,
which often causes victims to suffer from great damages.
Hence, effective management and sound defensive
facilities are crucial in ensuring network security.
Techniques such as implementation of IDS and firewall
have being widely applied to fortify and protect network
system from intrusion.  However, despite of putting in
great effort in enforcing the defense measures, there is
still no guaranteed security.  Nevertheless, an auditing
system can be installed to keep track of all system events

and collect related information in a set of auditing files.
These records served as evidences and references that can
be utilized later in tracing cyber-crimes.  Very often, the
notion of getting caught can prevent hackers from
actually carrying out the illegal act.  Also, by analyzing
auditing files, system managers are able to discern
unusual activities.  Presently, many types of intrusion
detection system (IDS) have been proposed; however,
those auditing files are kept in binary form [1] [2] [10]
[12] and requires manual work to “read out”, hence it
requires complicated expertise and significant amount of
time. In consideration of the increasing importance of
auditing system and the need of improving efficiency of
analysis on auditing files, this research attempts to
develop a network-based auditing system, that has the
ability of session tracking and monitoring.  This
developed system will rearrange those auditing data
recorded by network-based IDS to reconstruct and
simulate the real events occurred to overcome analysis
difficulties.  In addition, records and reassembled files
can serve as evidences in tracing cyber-crimes and as
references for recovery process.

2. Literature Research
2.1 Definition of Auditing System in Information
Technology

“Auditing System” is a system that keeps track of
system events and examines the audit files and audit trail
actively, periodically or randomly to detect any trespasses
and suspicious activities.  All the information system on
firewall, computer and server will records detailed
information about each services provided.  And, the
collection of all these records, storing the information
concerning system events, is called an audit file or log
file.  By studying the information extracted from audit
files, system administrators are able to discern both
implicit and explicit problems.  Also, solutions can be
devised in accords to the given analysis result in order to
prevent similar problems form affecting system operation
again.

Network auditing, simply, is a mechanism that targets
on tracking network-specific events.  Generally
speaking, these detected activities are, likewise, stored
into log files for reference in the future.  Through
network auditing, network administrator can investigate
the data traveling between servers and clients, or monitor
a specific connection and event.  Such mechanism is
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capable of detecting and tracing any unauthorized
activities, as well as potential hackers.

Therefore, administrators should examine these log
files periodically. However, the analysis process is
complicated and the audit files’ content is difficult to
understand; hence, the task is preferably to be completed
with the assistance from analyzing tools.

2.2 Categories of Auditing System
Auditing systems can be categorized into “Host-

Based” and “Network-Based”, according to the source
which they collect information from. Host-Based auditing
system’s main mission is to monitor the intrusion events
from the host itself.  For instance, user priority, file
access and system manipulation are all monitored locally.
Network-based auditing system treats each incoming and
outgoing packet with different storing processes.  The
packet recording process and historical audit files often
provide helpful information, such as debug process,
system performance evaluation and evidence for illegal
acts, in times of anomalies’ occurrence.  Network-Based
auditing system captures packets stealthily; it gives no
hint to the suspect in realizing the existence of this
system.  On the other hand, the audit files kept by Host-
Based auditing system are likely to be modified by
intruders intending to erase the crime evidence.

2.3 Present Auditing System
2.3.1 Host-Based Auditing System

 tripwire: tripwire is a “System File Integrity
Inspection System”, which finds out what are the
files that have been modified.  The system
performance is satisfactory, and it occupies minimal
space.  Also, tripwire inspect the forged sessions
coming from intruders.  In addition, tripwire can
re-adjust itself to accommodate various system
configurations and provide flexible control in
managing system file locations.

 Swatch: swatch is “Simple WATCHer” for short. It
is the most popular host-based auditing system
under Unix operating system. Swatch verifies the
new-recorded events in the historical audit files to
check whether they satisfy the requirements of
predetermined configuration.  Once the system
event matches, Swatch will report to the user
immediately.  Moreover, it can even monitor log
file of syslogd (a unix daemon), and respond with
suitable solutions when problem arises.

2.3.2 Network-Based Auditing System

The mostly utilized Network-based Auditing Systems
are as follows:

 TCPdump: It is currently most popular network-
based auditing system.  TCPdump is an “OSI
Certified Open Source Software” [6]. Therefore, any
user can download this tool without charge.
TCPdump captures the packets traveling on network
for analysis.  It is able to monitor network users’

(especially the potential hackers) every single
activity. However, despite of its convenience and
fame, understanding the generated auditing data
may rather be difficult.

 Snort: Likewise, snort another free IDS software
supported by Open Source.  This system has the
capability of monitoring the computers of a same
domain. It searches through the captured packet data,
and perform analysis on the contained information.
Snort compares attach pattern with deterministic
rules to detect various kinds of attacks.  Its core
source code is an altered version of tcpdump; hence,
the audit files generated also troubled many users.

All in all, analyzing the audit files generated by the
present auditing system, especially the network-based,
requires the knowledge of network specialist.  Due to
the fact that packets are directly stored as in raw format,
analysis process becomes inconvenient and time-
consuming. Also, analysts have to one by one investigate
each packet in the audit file. In attempting to solve this
problem, this research proposed to introduce the concept
of session into the analysis procedure.

3. The Proposed System
The present network-based auditing systems are often

incapable of performing session analysis. Moreover,
records accumulated for a long period of time usually
lack in organization and have no meaningful structure.
Therefore, it posts a considerable difficulty for the
analysts.  If these records can be rearranged prior to the
analysis process, the complication of the work will be
greatly reduced.  As a result, analysts would, then, be
able to find out unauthorized activities more efficiently.
In consideration of the problem and needs, this research
proposed “Network-Based Auditing System with session
tracking and monitoring”.

3.1 System Framework
The proposed system followed the traditional

network-based IDS framework.  In order to capture the
transmitting packets, the system must be located between
intranet and gateway.  As soon as the system is activated,
Ethernet interface card will immediately be placed into
promiscuous mode, starting to collect the packets.  First,
the captured packets are automatically processed by
network card driver and system kernel.  Then, they are
sent to the proposed auditing system for further analysis.
The system framework is shown in below:



Figure 1. System framework

According to figure 1, the input raw packet data can
either be obtained from local source files or packets
captured on network.  While system is operating on on-
line capturing mode, it will keep collecting the packets
traveling.

After the packets have been captured they are
analyzed and categorized immediately.  Meanwhile, the
captured raw packets will also be stored in libpcap format
(section 4.1) locally for reference in the future.
Afterwards, these raw packets will be reassembled,
preparing for restoring actual network events and
activities.

First of all, raw packet data are sent to packet analyzer
module for structure analysis in order to determine
individual headers. In addition, the decoder contained
within is responsible for converting raw data into
understandable textual or numerical format.

The early stage of the analysis focuses only on
packets’ structure and characteristics.  Consequently, the
result is simply a collection of raw packets ordered by
precedence; therefore, no distinct relationship is
established between them.  In fact, this is the major
problem that creates the complication on analyst’s work.
In order to overcome this obstacle, it’s necessary to
design a calculation to rearrange the packets into
individual session groups.  TCP session analysis module
is specifically designed to serve that purpose.

Finally, the analyzed packets will arrive at protocol
analysis module.  This module is the last module prior
to packets’ entry into application layer.  It determines
the packets’ protocol type and decides how they will be
treated for the later process.  At this stage, analysis
process will vary in accords to the protocol.  This is
where the TCP session groups from the previous module
are combined into files if applicable.  In the end, the
analysts will be able to see the actual event be restored.
After analytical processes have completed their task, each
packet will then be summarized in textual form and
stored into an audit file.

3.2 TCP Session Analysis and Reassembling
Usually, data will be chapped locally into several

pieces prior to its transmission when its length is
considered too long.  Then, they will be reassembled
into its original form after arriving the destination. Hence,
packet reassembling is the process of reconstruction and
rearrangement of packets base on their individual
protocol, characteristics and sequence.

According to figure 2, in TCP layer, the
communicating sides must synchronize with each other
before any connection is established. This
synchronization process is also known as “Three-Way
handshaking”.  Thus, this special interaction procedure
signifies each beginning of a new session.  Likewise,
prior to the end of a session, both sides will inform each
other that they are about to close the transmission by
sending FIN signal. In other words, every TCP session
can be determined by “Three-Way handshaking” and FIN
signal. After the beginning and the end of each session
are defined, the rest of the packets will be grouped in
accords to their IP, port , acknowledge and sequence
number.

Figure 2. TCP session [13]

Once the session groups have been completely
analyzed, reassembly takes place. In this research,
attempts are made to simulate the reconstruction process
at application level. For HTTP, the restoring process
focuses on the commands and files transmitted. For
example, a client sent a “GET” request to a web server
for an index page file. Then, the server responds with a
HTTP message followed by series of packets containing
the requested file data. The request and respond packets
provide crucial information in the reassembly process.
For instance, the name of the requested file can be
referenced from the “GET” command line in the request
message, and content length can be found in HTTP
message. Finally, with the given information and
sequence number, the requested file will be generated
using the data contained in the packets.



4. System Design and Demonstration
The proposed system, “Network-Based Auditing

System with session tracking and monitoring”, is
developed under Windows and Linux operating system,
using interface library WinPcap and Libpcap respectively.
Libpcap is a network capture library developed by
Network Research Group (NRG) of the Information and
Computing Sciences Division (ICSD) at Lawrence
Berkeley National Laboratory (LBNL) in Berkeley,
California.  Libpcap and several other packet analyzing
tools are often included as part of the operating system as
auxiliaries.

4.1 System Design
As what has been mentioned, Libpcap is an interface

library, which provides packet capturing function for
other applications.  It has defined a file format, which
the implementing application should apply to.  Libpcap

file consists of several sections including “File Header”,
“Record Header” and raw packet data; and no paddings in
between.  Each section header provides information
pertaining to its content.

In a libpcap file, the section of the first 24 bytes is
called “File Header”, which is followed by many packet
records.  And, each record consists of 16 bytes “Record-
Header” and the contained packet raw data.  In other
words, a libpcap file has only one “File-Header” but
many packet records. A conceptual libpcap log file
structure diagram is shown below.

In a libpcap file, the start of each packet record can be
determined by record headers. Likewise, this header
provides several important information, such as packet
length, capture data and time.  Applications must
recognize the headers in order to access the raw packet
data the follows.

File Header (24)

(Packet Headers + Data)Record Header (16)

(Packet Headers + Data)Record Header (16)

                "                             "                                             "

Record 1

Record 2

Record 3

Record n

(Packet Headers + Data)Record Header (16)

"

Figure 3. Libpcap file structure

Table 1. File-header format

0  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
MN MajV MinV TZO TSA
LLT SNP

Table 2. File-header fields detail

Field Length (byte) Meaning

MN 4
Magic Number is a 4 bytes long hex: “0x1a2b3c4d”. The main
purpose is for the application, that is reading this file, to determine
whether the writing pattern is big-endian or little-endian.

MajV 2 Major Version Number
MinV 2 Minor Version Number
TZO 4 Time Zone Offset
TSA 4 Time Stamp Accuracy
LLT 4 Link Layer Type

SNAP 4 Snap Length: The maximum length of the captured packet data.

Table 3. Record-header format

0  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
TS CPL ACL



Table 4. Record-header fields detail

Field Length (byte) Meaning
TS 8 Time Stamp: The first 4 bytes represents the total seconds from the

date of 1970/1/1 00:00:00 up to the time of packet being captured.
The next 4 bytes are microsecond.

CPL 4 Captured Length: The length of the packet captured (can be
configured).

ACL 4 Actual Length: The actual length of the packet captured.

4.2 System Requirements
This system is written in Python; hence, it also

supports cross platform.  Presently, this system has been
tested to operate both on Linux and NT environment.
There are a few software requirements.  First of all,
needs to install Python interpreter version 2.2, and
libpcap library for Linux and Winpcap library for NT.
There is no required for extra hardware requirement
besides Ethernet card.  However, a machine that is set
up for IDS is, of course, the faster the better, and
preferably equipped with larger storage space.  That is,
high performance hardware is likely to carry out its
mission more efficiently.

4.3 Scenario: Monitor HTTP As An Example
In order to provide convenient and efficient control,

this system has a graphical user interface.  Once the
system is activated, the user enters the main executing
window immediately. In figure 4, sections marked A, B,
C, D and E are parameter section, session tracking,
packet summary, detailed packet structure tree and raw
packet data view. Every system function can be started
from this window, which is the core of the whole system.
This system works in two different modes: real-time
capturing and analyzing mode. Users can directly switch
between modes with a mouse click.

Figure 4. Main executing window

When it is placed into real-time capturing mode, the
system will start to capture every incoming and outgoing
packet. Of course, network administrator can also enter
specific parameters and focus on a particular IP or
protocol.

As shown in figure 5, packets that satisfied the
defined requirements, will be captured. Filtering out the
uninterested packets, the overall analysis accuracy and
efficiency will be improved.

Figure 5. Capturing packets that satisfied the
requirements

After packets have been captured, the system
immediately takes the responsibility to analyze their
structure. The result will be shown in the packet summery
section. To see more detailed information about a specific
packet, users can simply click on a packet listed in
summary section.  Then, the complete packet structure
(with consisted headers) and raw packet data (in hex
format) will be shown (figure 6).

Figure 6. Packet’s full detail

A

B

C

D
E



This system is also capable of performing session
tracking and packet reassembling.  That is, the collected
packets are processed and reassembled by the system to
generate files; for example, a web page.  These files will
be listed in chronological order in the session tracking
section.  Users can directly view the file by selecting the
listed item.  As in HTTP, the files are most likely to be
the web pages or graphics.  In fact, with this mechanism,
the administrators can see the restoration of the actual
event occurred and what exactly the monitored users have
done.  Indeed, this feature can allow administrators to
manage the network much more effectively.  As shown
in figure 7, 8 and 9, the pages browsed by the monitored
user are all captured and listed.

Figure 7. The result of the reassembled packets: web
pages browsed by the monitored user

Figure 8. Web pages browsed by the monitored user
(continuation)

Figure 9. Web pages browsed by the monitored user
(continuation)

Other than regular analysis, network administrators
can also utilize this system to determine individual
session.  In figure 10, each session in the session
tracking window is grouped by its IP and port (both
source and destination).  Both total number of consisting
packets and the sum of data length are noted behind each
session group.  After selected a session group from the
list, the files that are generated in this session will be
listed in the window shown below.  Then, by clicking on
a specific file, the users are able to see the packets that
constitute it (figure 10, 11).

Figure 10. Selecting a desired session group



Figure 11. The selected file’s consisting packets

Each analyzed packet will be recorded in textual audit
files, and these records will become important references
for future verification (figure 12).

Figure 12. Textual audit file

5. Conclusion and Future Improvements
Network security is becoming increasingly important.

Besides firewall and intrusion detection measures,
enforcing an efficient and effective security mechanism is
the key to secure working environment. The importance
of IDS should not be ignored. Auditing system will be the
crucial monitoring technique towards cyber-crime. In this
research, a “Network-Based Auditing System with
session tracking and monitoring” is developed. Despite
the packets are captured or retrieved from a raw packet
source file, the actual monitored network events can be
reassembled and replayed.

This system solves the problem of network
administers in overcoming the difficulty in analyzing the
audit files. When network attacks occur, the administrator
can specify the query time and event to reveal the
suspected network activities. These reassembled records
will serve as references that can provide great help in
tracing the intruders.

In the future research, the system is expected to
support more protocols, such as dns, ftp, smtp, pop3 and
etc. Also, a through evaluation should be done on the
system operating under various network traffic stress in
measuring its stability. If necessary, further improvements
will be made on this auditing system’s efficiency by
transforming this centralized system to distributed
system.
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