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Abstract 

In a competitive environment, how to provide the 
information and products to meet the requirements of 
customers and improve the customer satisfaction will be 
the key criteria to measure a company’s competitiveness. 
Customer Relationship Management (CRM) becomes an 
important issue in any business market gradually. Using 
information technology, businesses can achieve their 
requirements for one to one marketing more efficiently 
with lower cost, labor and time. 

In this paper, we proposed a user preference 
perception model by using data mining technology on a 
web-based environment. First, the users’ web browse 
records are aggregated. Second, fuzzy set theory and 
most sequential pattern mining algorithm are used to infer 
the users’ preference changes in a period. After the test 
had processed, we use the on-line questionnaire to 
investigate the customer satisfaction degree from all 
participators. The results show that the degree of 
satisfaction was up to 72% for receiving the new 
information of participants whose preferences had been 
changed. It indicates that the proposed system can 
effectively perceive the change of preference for users on 
a web environment. 
 
Keywords: Preference Perception, Data Mining, Fuzzy 
Set Theory, Most Sequential Pattern Mining Algorithm 
(MSPMA) 
 
1. Introduction 

Due to the information technology development and 
the World Wild Web (WWW) prevalence, the traditional 
business model has a tremendous revolution. As 
Customer Relationship Management (CRM) concept 
arises, more and more businesses pay much attention to 
the interaction between business and customers gradually. 
Every interaction and modification improves your ability 
to fit your product to this particular customer [26]. In a 
real business environment, it is a huge expense in time 
and labor to implement a one to one marketing solution in 
the past. Today, information technology can accelerate 
businesses to improve their interaction with customers 
more easily and efficiently.  

Using the Internet to provide customers’ personal 
products or services, it is an applicable solution to 
establish a low cost and high performance channel to 
accelerate interaction between businesses and customers 

[7]. As the Internet users and information explosively 
grow, providing users’ personal information or services 
actively that has become an important issue for those 
Website owners to retain customers’ loyalty and 
satisfaction [31]. In the other hand, analyzing the users’ 
personal searching or reading behavior that is also useful 
to accelerate businesses to understand the customers’ 
requirements indeed. According to analytic data, the 
marketing salesman can provide customers one to one 
promotion activities. 

Over these years, data mining and data warehouse 
become to power tools for businesses to sense the 
complicated market trend. Data mining and data 
warehouse retrieve useful knowledge or information from 
an enormous database, then integrate, accumulate and 
translate them into a part of the business wisdom [1]. In 
other words, data mining provides business managers an 
effective solution to retrieve valuable information from a 
variety of data sources.  

As data mining and data warehouse grow, businesses 
can analyze customer’s consumptive behavior and divide 
into several different kinds of groups or communities 
efficiently[30]. In this paper, we propose a user 
preference perception model using data mining and fuzzy 
set theory to detect user’s preference trends or changes. It 
is applicable to accelerate businesses to understand what 
customers’ preferences and their changes. Businesses can 
provide customers more fit and valuable information or 
services according to their preferences, and improve 
customer’s satisfactions and achieve the aim of CRM. 

The organization of this paper is as follows. First, we 
introduce some literatures include Data Mining, 
Knowledge Discovery in Database, Web Mining, Fuzzy 
Set Theory, and Mining Path Traversal Patterns. Second, 
we proposed a user preference perception model to 
calculate the degree of user’s preferences and obtain the 
user’s browsing patterns. Third, we built a website to 
demonstrate the feasibility and effectiveness of the 
proposed model. Finally, we make some conclusions at 
the end of this paper. 

 

2. Literature Review 
2.1. Data Mining and Knowledge Discovery 

As information technology grows, businesses can 
aggregate and store mass data more easily and efficiently. 
But businesses expend a lot of space, money and labor in 



 

 maintaining those data and cannot acquire any additional 
benefit form them in the past. As the number of data and 
dimensions swift increases, analytic experts are harder to 
analyze and interpret data than the past. Therefore, Data 
Mining (DM) and Knowledge Discovery in Database 
(KDD) arose to support analyst and retrieve valuable 
information from mass data [14]. 

Web usage mining obtains logs file, user profiles, 
registration data, user sessions or transactions, cookies 
and any data as the results of interactions from web 
severs or proxy servers [18]. It mines those data to 
discover valuable information about user’s intention. In 
this paper, we use Web usage mining to discovery the 
user’s browsing patterns and perceive preference changes 
from his/her cookies. 

Data Mining is one of the most general approaches to 
reducing data in order to explore, analyze and understand 
it [15]. In the other views, scholars identify it is one 
method that can discover and extract implicit previously 
unknown and potentially valuable information, 
relationship and knowledge form previous data [4,10,15]. 
Knowledge discovery in Database (KDD) is the 
knowledge intensive processes of discovering knowledge 
that is implicit in large and diverse database [13,22,28]. It 
is an inherently iterative process of selecting data, 
preprocessing it, transforming it into a workable form, 
data mining over it, and interpreting the results [27]. 
According to the foregoing definition of DM and KDD, 
we identify the common aim of them is providing an 
efficient method to retrieve valuable information or 
knowledge from mass data. By these ways, businesses 
can acquire valuable information to make important 
decisions or strategies and enhance their competitiveness. 

 
2.3. Fuzzy Set Theory 

A fuzzy set A~  in a universe of discourse X is 
characterized by a membership function 

A
 which 

associates with each element x in X a real number in the 
interval [0,1]. The function v lue 

A
 is termed the 

grade of membership of x in 

)(~ Xµ

a )(~ Xµ
A~  [8,32].  

 
Definition 2.1. A fuzzy set A~  of the universe if 
discourse of X is convex if and only if for all x1, x2 in X, 
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where [ ]1,0∈λ . 

  
Definition 2.2. A fuzzy set A~  of the universe if 
discourse of X is called a normal fuzzy set implying that 

1)(, ~ =∈∃ iAi xXx µ . 

2.2. Web mining 
The Internet has become one of the most popular 

information communication media in the world recently. 
It provides abundant, varied, and interactive information 
through the Web [4,11,18]. Although users can acquire 
amounts of information from Internet resources, they also 
face the serious information overload problem. Thus far, 
browsers and search engines cannot provide the 
information to meet users’ requirements exactly and solve 
the information overload problem on the Internet 
effectively[7,20,21]. Web mining is one of effective tools 
to analyze users’ browsing behavior and provide users the 
information meet their need respectively [18]. Web 
mining can be broadly defined as the discovery and 
analysis of useful information from the WWW [11,24]. 
Etzioni [12] divided Web mining into three parts as 
follows: 

 
A fuzzy mumber  is a fuzzy subset in the universe 

of discourse X whose membership function is both 
convex and normal (shown in Fig. 1). 

n~

 

X

1

)(~ xnµ

0

 

(1)  Resource discovery. Locating unfamiliar 
documents and services on the Web. 

(2)  Information extraction. Extracting specific 
information from newly discovered Web resources 
automatically. 

(3)  Generalization. Uncovering general patterns at 
individual Websites and across multiple sites. 

Fig. 1 A fuzzy number n~ .  
Furthermore, there are three major categories in Web 

mining area as follows [2,5,11,18,20]: 
 
Definition 2.3. The α-cut of a fuzzy number n~  is 
defined as  (1)  Web content mining. The discovery of useful 

information from the Web.  
(2)  Web structure mining. Trying to discover the model 

underlying the link structure of the Web. }{ ,,)(:~
~ Xxxxn iini ∈≥= αµα  (2) 

(3)  Web usage mining. Trying to make sense of the 
data generated by the Web surfer’s sessions or 
behaviors. 

 
where [ ]1,0∈α . 

 



 

 
αn~  is a non-empty bounded closed interval contained 

in X and it can be denoted by [ ]ααα
ul nnn ,~ =

n

,  and 
 are the lower and upper bounds of the closed interval, 

respectively. Fig. 2 shows a fuzzy number 

α
ln

α
un

~  withα-cut 
[17,33]. 

Up to now, the fuzzy set theory has applied in many 
areas such as fuzzy logic control [6], fuzzy 
decision-making [19], fuzzy expert system [16], and 
fuzzy information retrieve [23] etc. In this paper, we 
apply the membership function of fuzzy set theory to 
represent and calculate the degree of user’s preferences. It 
can help us to deal with the relationship between user’s 
browsing time and the length of web page content 
efficiently. 
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Fig. 2 A fuzzy number n~  with α-cut. 

 
2.4. Mining Path Traversal Patterns 

In a distributed information-providing environment 
where documents or objects are lined together, users are 
apt to traverse objects back and forth in accordance with 
the links and icons provided [10]. Therefore, extracting 
the patterns from user’s log data in such environment is 
referred to as mining path traversal patterns. It facilitates 
web-site owners or managers to understand what access 
paths are users interested in and relationships between 
web pages. These information or relationships will be the 
important references for website owners or managers to 
improve the website structure or content. For the sake of 
extracting valuable user’s access patterns from log data, 
there are several procedures is described as follows [9]. 
(1)  Determining maximal forward references from the 

original log data. Using algorithms to convert the 
original sequence of log data into a set of traversal 
subsequences. Each traversal subsequence 
represents a maximal forward reference from the 
starting point of a user access. 

(2)  Determining the large reference sequences. Using 
algorithms to determine the frequent traversal 
patterns and the termed large reference sequences 
from the maximal forward references. A large 
reference will appear a sufficient number of times 

in the database. 
(3)  Determining the maximal reference sequences. 

After large reference sequences are determined, 
maximal reference sequences can then be obtained 
in straightforward manner. A maximal reference 
sequence is a large reference sequence that is not 
contained in any other maximal reference 
sequences. 

 

3. User Preference Perception Model 
In this paper, we analyze log data from web servers to 

obtain user’s surfing tracks and browsing time. Then both 
of fuzzy set theory and maximal reference sequences are 
applied to perceive the changes of user’s preference in 
our model. 

 
3.1. Converting log data 

Obtaining user’s surfing paths from the log data of 
web servers and convert them into user’s traversal 
subsequence sets by user’s number respectively. The 
traversal subsequence is a set of web-page nodes and 
sorted by the time-stamp in a determinate period, e.g. 
T1={Y, B, H, C, T, I, H, J} and T2={Y, H, P, T, I, K, H, J}. 

 
3.2. Eliminating the uninterested nodes  

Eliminating the node whose browsing time exceeds 
the maximum threshold value from the user traversal 
subsequence set. In this paper, the maximum threshold 
value is denoted by tmax. When the number of users visit 
the web page, we can compute the average of browsing 
time (tavg). If a visitor’s browsing time exceeds the 
average of browsing time in this web page, the degree of 
the visitor’s preference is regarded as 1. It means that this 
visitor shall interest in this web page completely. 
Contrary to the foregoing situation, a visitor’s browsing 
time more short means the visitor has much less interests 
about this web page. Therefore, the degree of the visitor’s 
preference that depends on the browsing time is 
represented by the membership function of fuzzy set 
theory (shown in Fig. 3). The degree of preference (P) is 
calculated as follows. 
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where, tki is the browsing time of the kth visitor in the ith 
web page, Pki is the degree of the kth visitor’s preference 
in the ith web page. 

 
According to the membership function of the 

preference degree,α-cut is applied to divide the web 
pages into two categories as follows. 
(1)  If Pki ≧α , we think that the kth visitor has 

 



 

Table 1 The original traversal sequences. interests about the ith web page. We reserve this 
web page in database to analyze the preference of 
this visitor at the rest of procedures. 

Traversal Sequences Item Set 
T1 <Y,B,H,C,T,I,H,J> 
T2 <Y,H,P,T,I,K,H,L,J> 
T3 <P,H,I,T,Y,J,H,P> 

(2)  If Pki ＜α, we think that the kth visitor has no 
interests about the ith web page and eliminate this 
web page in our model.  
 

Table 2 C1 To L1 

t

1

0
kit avgt

kiP

P

maxt  

C1 L1 
Item Set Support Item Set Support

<T> 
<B> 
<C> 
<H>
<I> 
<J> 
<Y> 
<P> 
<K> 
<L> 

3 
1 
1 
6 
3 
3 
3 
3 
1 
1 

<P> 
<Y> 
<J> 
<I> 
<H> 
<T> 

3 
3 
3 
3 
6 
3 

Fig. 3 The membership function of the preference 
degree.  

Table 3 C2 To L2  
C2  L2 

Item Set Support  Item Set Support
<TH>
<TI> 
<TJ> 
<TY>
<TP>
<HT>
<HI>
<HJ>
<HY>
<HP>
<IT> 
<IH>
<IJ> 
<IY> 
<IP> 
<JT> 
<JH>
<JI> 
<JY> 
<JP>
<YT>
<YH>
<YI> 
<YJ> 
<YP>
<PT>
<PH>
<PI> 
<PJ>
<PY>

3 
2 
3 
1 
1 
3 
3 
5 
1 
3 
1 
3 
3 
1 
1 
0 
1 
0 
0 
1 
2 
5 
2 
3 
2 
2 
3 
2 
2 
1 

 <TH> 
<TJ> 
<HT> 
<HI> 
<HJ> 
<HP> 
<IH> 
<IJ> 

<YH> 
<YJ> 
<PH> 

3 
3 
3 
3 
5 
3 
3 
3 
5 
3 
3 

3.3. Extracting browsing patterns 
After the foregoing procedures, the interesting web 

pages of all users will be stored in database DT. In this 
paper, each web page belongs to a category. Then, Full 
Scan (FS) algorithm, essentially utilizes the concept of 
DHP (Direct Hashing and Pruning), is applied to solve 
the discrepancy between traversal patterns and 
association rules [25]. 

For example, a user’s traversal subsequence set is 
shown in Table 1. Recall that Lk represents the set of all 
large k-references and Ck is a set of candidate 
k-references. The procedures of the FS are described as 
follows. 
Step 1. Candidate 1-reference sequences and their 

support value (appearance frequency) are listed 
in C1 (shown in Table 2). 

Step 2. After scanning through DT, those k-references in 
Ck with count exceeding the threshold become 
Lk. Thus, FS gets L1 and makes a hash table to 
count the number of occurrences of each 
2-reference. 

Step 3. Staring with k = 2, FS generates Ck based on the 
hash table count obtained in the previous pass 
and determines the set of large k-references Lk, 
and makes a hash table to determine the 
candidate (k + 1)-references. If Lk is nonempty, 
the iteration continues for the next pass (shown 
in Table 3 and 4). 

 
In mining association rules, a set of candidate 

references Ck can be generated from joining Lk-1 with 
itself, denoted by Lk-1* Lk-1. If we set the threshold equal 
to 3, the results of extracting browsing patterns are listed 
in Table 5. 

 
 
     

 



 

Table 4 C3 To L3 
C3  L3 

Item Set Support  Item Set Support
<THT> 
<THI> 
<THJ> 
<THP> 
<HTH> 
<HTJ> 
<HIH> 
<HIJ> 

<HPH> 
<IHT> 
<IHI> 
<IHJ> 
<IHP> 
<YHT> 
<YHI> 
<YHJ> 
<YHP> 
<PHT> 
<PHI> 
<PHJ> 
<PHP> 

0 
0 
2 
1 
3 
3 
3 
3 
1 
0 
0 
2 
1 
2 
2 
4 
2 
1 
1 
2 
2 

 <HTJ> 
<HTH> 
<HIH> 
<HIJ> 
<YHJ> 

3 
3 
3 
3 
4 

 

Table 5 User browsing patterns. 
User Browsing Patterns Support 

<P,H> 
<H,P> 

<Y,H,J> 
<Y,I,J> 

<H,I,H> 
<H,T,J> 
<H,T,H> 

3 
3 
4 
3 
3 
3 
3 

 
3.4. Perceiving user’s preferences 

According to user browsing patterns and the degree of 
preference in each category, changes of a user’s 
preferences will be perceived in the proposed model. In 
this study, each browsing pattern is regard as a document 
and its web pages that belong to the same category are 
regarded as a same term. The vector and the weighted 
value are applied to represent the degree of preference in 
different categories. The degree of preference in each 
category is calculated as follows. 

 
),,( 21 ikiii wwwP L=  (4) 

 
where, the Pi is the ith user’s preference degree in each 
category, wij is the ith user’s preference degree in the jth 
category.(j=1, 2,…,k) 
 

If a category appears in the almost of browsing 
patterns, it’s the degree of importance should be less than 
the other categories appears in little patterns. Categories 
that are less important for browsing patterns should be 
assigned lower weights, whereas categories that are more 
important in a browsing pattern should be assigned higher 

weights. According to this concept, we use TFIDF (Term 
Frequency – Inverse Document Frequency) [29] to adjust 
the degree of preference in each category from a 
browsing pattern. The formula is described as follows. 
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where, wj

* is the degree of preference in the jth category, 
fj is the appearance frequency of the jth category, n is the 
total number of appearance frequency from each category 
in all browsing patterns, pn is the total number of 
browsing patterns, pj is the number of browsing patterns 
that contain the jth category. 

For example, if the ith user’s initial preferences are 
both of H and T categories, his/her preferences are 
denoted by Pi = (wH, wP, wY, wI, wJ, wT) = (1,0,0,0,0,1). 
After a determinate period, if the system gets user’s 
browsing patterns are as same as table 5. The degree of 
preference in the H category is calculated as follows. 
 

377.01
7
7log
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9* =






 +×=Hw  

 
According to the results of preference measurement, 

user’s preferences are denoted by Pi = (0.377, 0.262, 
0.212, 0.262, 0.726, 0.262). When the threshold of the 
degree of preference is 0.3, we filter out those preferences 
whose degree of preference are lower than the threshold 
and retain those preferences whose degree of preference 
are equal or higher than threshold. Thus, user’s new 
preferences are denoted by Pi = (wH, wP, wY, wI, wJ, wT) = 
(1,0,0,0,1,0). Comparing the discrepancy between initial 
and new preferences, the change of user’s preferences are 
perceived easily and obviously. 

 

4. System design and experiments 
In this paper, a website for providing personal news is 

built to demonstrate the feasibility and effectiveness of 
the proposed model. The system architecture and 
experiments are elaborated as follows. 

 
4.1. System architecture and functions 

In this study, a website for providing personal 
information is built in a personal computer with a 
Pentium 4 processor and Linux operation system. The 
architecture of this proposed system is shown in Fig. 4. 
The major components of this system and their functions 
are described as follows. 
(1)  Web server log database. When a registered 

member logged in the website, all of his/her surfing 
paths and browsing time are recorded and stored in 
the server log database. 

(2)  Converting log data. The system will convert log 
data into user’s traversal subsequence sets by user’s 

 



 

registered number respectively. 
(3)  Eliminating user uninterested nodes. In this stage, 

the system depends on threshold limit value of 
browsing time andα-cut to eliminate those web 
pages whose browsing time are excess long or the 
degree of preference are excess low. 

(4)  Extracting browsing patterns. FS will extract 
applicable browsing patterns from user’s traversal 
subsequence sets. 

(5)  Perceiving user’s preferences. After a determinate 
period, user’s new preferences are perceived in this 
component. The system will provide user news 
according to his/her new preferences. 

(6)  Providing general or personal news. User can select 
any ways that meet his/her requirements for 
providing news. If the function of general news 
providing is selected, website will provide all 
categories of news in news database by date. 
Otherwise, website will provide user personal news 
by his/her preferences in user profile database. 

(7)  News search engine. users can search news that 
they needs manually; even both of date and the type 
of category are avail conditions in the news search 
proceeding. 

(8)  User profile database. When a user registered in the 
web site, all of information, including name, 
password, email, initial preferences and the others 
data are stored in user profile database. 

(9)  News database. The news from several news 
providers are stored and sorted by their category 
attribution. In periodical, the system will update 

news database every four hours. 
 

4.2. Experiments and results 
In order to verify the feasibility and effectiveness of 

the preference perception model we proposed, a website 
is built and experiments are implemented at Da-Yeh 
University in Taiwan. The results of the experiment 
sufficient indicate this proposed model is effective in 
perceiving the change of user preferences. 

 
4.2.1. Experimental procedure 

In this experiment, the participants are students at 
Da-Yeh University. The topical categories are divided 
into “Stock and Security”, “Society and Culture”, 
“International”, “Home and Living”, “Mainland China”, 
“Business and Economy”, “Regional”, “Government”, 
“Entertainment”, “Science and Computer”, “Recreation 
and Sports”. The experimental procedure is described as 
follows (shown in Fig.5). 

 
Step 1. Member registration. All participants filled out 

their profiles like name, password, email 
address and preferences in the registration form. 
(shown in Fig.6).  

Step 2. Providing member personal news. When a 
member login the website, he/she will see the 
personal news by category according to his/her 
preferences from user profile database (shown 
in Fig.7). 

 
 

1. web server
log database

2. converting
log data

3. elim inating user
uninterested nodes

4. extracting browsing
patterns

5. perceving user's
preferences

7. news
search engine

8. user profile
database

user's browser

9. news
database

6. providing general or
personal news

 
Fig. 4 The system architecture of the website. 

 

 



 

 
Step 3. Recording member’s browsing behavior. The 

cookies in the member’s browser are used to 
record all of surfing web pages, browsing time 
and timestamp. Till the member access the next 
web page, the cookies will be sent to the web 
server and stored in web server log database. 

instructions for
website operation

member
registeration

satisfaction
survey

model evalution
and data analysis

recording member's
browsing behavior

perceiving member's
preferences

providing member
personal news

 

Step 4. Perceiving member’s preferences. According to 
the log data in three weeks, user’s preferences 
are analyzed based on the user perception model 
we proposed. Due to the average of adult 
reading speed is 200 words per minute 
approximately [3], the average of reading time 
is applied to filter out those web pages that 
average of browsing time are excess long. In 
addition, the α  is set 0.5 and threshold of 
traversal sequences is set 9. Thus, both of user 
browsing patterns and the degree of preference 
in each category are obtained from log data. 

Step 5. Providing member personal news. The website 
selects several news from those categories that 
meet user’s preferences randomly. Members can 
see those selected news by category. 

 

Fig. 5 A flowchart for experimental processes. 
 

 

Step 6. Satisfaction survey. In each bottom of news web 
page, members were asked to fill the 
questionnaire of satisfaction. The entire 
members and individual degree of satisfaction 
are calculated by the formula of satisfaction 
measurement.  

 
4.2.2. Results analysis 

During the experiment for the proposed preference 
perception model, there are 16176 pieces of news and 
8087 log records are retrieved. Using the preference 
perception model, 576 avail maximal reference sequences 
and 314 browsing patterns are extracted and the changes 
of preference in 23 participants are perceived (shown in 
Table 6). 
 

Fig. 6 Fill out form of the member profile. The results of the degree of satisfaction measurement 
for all participants are shown in Table 7. According to the 
results of satisfaction measurement, the average of the 
degree of satisfaction from member 3, 10 and 21 (their 
preferences had not changed) is 0.637. In the other side, 
the average of the degree of satisfaction from the other 
members (their preferences had changed) is 0.724. Thus, 
we can discover the degree of satisfaction for all 
members that preferences had been changed is higher 
than the others with no changes. In other words, the 
almost members can satisfy the results of the preference 
perception model we proposed. 

 

 

 

 

Fig. 7 Personal news and category title. 

 



 

5. Conclusions 
In this paper, we proposed a user preference 

perception model using data mining on a web-based 
environment. After aggregating the user’s web browse 
records, fuzzy set theory and most sequential pattern 
mining algorithm are applied to perceive the changes of 
user’s preferences in a period. According to the user 
preference perception model, a web site for providing 
personal news is built to demonstrate the foregoing model 
we proposed. As the result of the degree of satisfaction 
survey from all participators, the degree of satisfaction 
are up to 72 % from the users whose preference had been 
changed in the test period. 

Because of the convenience and prevalence the 
Internet provides, more and more businesses provide 

information, service and product through it. If businesses 
can provide customer suitable service or products, they 
will improve not only competitiveness but also customer 
satisfaction and loyalty. The user preference perception 
model we proposed would accelerate businesses to 
provide more suitable information, services and products 
that meet the customer’s requirements and make both of 
them enjoy the benefit through a web-based environment. 
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Table 6 The results of perceiving user preference. 
No. The weight in each categories Initial preferences New preferences 

1 4(0.516); 6(0.317); 9(0.256) (00010100100) (00010100100) 

2 6(0.623); 11(0.299) (00000111011) (00000100001) 

3 10(0.549) (00000000010) (00000000010) 

4 10(0.549) (01110000110) (00000000010) 

5 4(0.202); 9(0.444); 11(0.325) (00111001111) (00010000101) 

6 2(0.303); 4(0.214); 7(0.214); 9(0.399); 11(0.358) (00110000101) (01010010101) 

7 10(0.549);  (00000001110) (00000000010) 

8 4(0.400); 7(0.221); 9(0.355) (01010000100) (00010010100) 

9 2(0.277); 4(0.283); 7(0.238); 9(0.184); 10(0.324) (00010000011) (01010010010) 

10 9(0.367); 11(0.408) (00000000101) (00000000101) 

11 2(0.364); 4(0.448); 9(0.364) (01011010010) (01010000100) 

12 3(0.549) (01111011110) (00100000000) 

13 4(0.362); 7(0.384); 9(0.265) (00010010110) (00010010100) 

14 2(0.253); 3(0.263); 4(0.272); 7(0.358); 9(0.233) (01100001111) (01110010100) 

15 9(0.549) (01110011110) (00000000100) 

16 2(0.316); 4(0.255); 7(0.400) (01111000010) (01010010000) 

17 2(0.139); 4(0.421); 9(0.328); 11(0.230) (00000000001) (00010000101) 

18 9(0.549) (11000000100) (00000000100) 

19 2(0.304); 4(0.219); 9(0.431) (00000000100) (01010000100) 

20 7(0.321); 9(0.472) (01010010110) (00000010100) 

21 4(0.398); 7(0.331); 9(0.241) (00010010100) (00010010100) 

22 4(0.466); 9(0.289) (10010100110) (00010000100) 

23 11(0.549) (00000000101) (00000000001) 

24 2(0.214); 9(0.354); 10(0.153); 11(0.397) (01000000011) (01000000101) 

25 4(0.309); 9(0.491) (00010000000) (00010000100) 

26 2(0.374); 3(0.349); 6(0.272); 8(0.410); 9(0.167) (00100101010) (01100101000) 

 



 

Table 7 The results of satisfaction measurement. 

No. 
The degree of satisfaction 

 in each category 
Average

1 6(0.867); 9(0.667); 4(0.8) 0.778 

2 11(0.8); 6(0.6) 0.700 

3 10(0.667) 0.667 

4 10(0.933) 0.933 

5 4(0.667); 9(0.6); 11(0.8) 0.689 

6 9(0.8); 4(0.6); 2(0.533); 7(0.6); 11(0.8) 0.667 

7 10(0.933) 0.933 

8 4(0.667); 9(0.467); 7(0.6) 0.578 

9 4(0.733); 10(0.933); 2(0.8); 7(0.733) 0.800 

10 11(0.8); 9(0.667) 0.733 

11 2(0.8); 9(0.733); 4(0.533) 0.689 

12 3(0.733) 0.733 

13 4(0.733); 9(0.6); 7(0.867) 0.733 

14 2(0.6); 7(0.467); 9(0.8); 4(0.733); 3(0.2) 0.560 

15 4(0.533); 9(0.667) 0.600 

16 2(0.933); 7(0.8); 4(0.933) 0.889 

17 9(0.533); 4(0.733); 11(0.867) 0.711 

18 9(0.667) 0.667 

19 4(0.6); 2(0.267); 9(0.533) 0.467 

20 9(0.667); 7(0.933) 0.800 

21 4(0.667); 7(0.4); 9(0.467) 0.511 

22 9(0.6); 4(0.667) 0.633 

23 11(0.6);  0.600 

24 11(1); 9(1); 2(1) 1.000 

25 4(0.733); 9(0.667) 0.700 

26 6(0.667); 3(1); 2(0.6); 8(0.933) 0.800 
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