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ABSTRACT 

Mental health problems have brought a serious impact on people’s quality of life and health. With the development of technology, 

the emerging technologies such as artificial intelligence (AI) (combined with Big Data) has the potential to become new means 

of intervening in mental illness. This study analyzes the abstracts of the relevant literature involving the applications of AI in the 

field of mental health through dynamic topic modelling. Nine main research topics are extracted and analyzed. Then we identify 

current research hotspots and possible future directions by analyzing the evolutionary trends of these topics over time. In the 

future, the representative literature will be searched and reviewed based on the extracted topics to comprehensively and deeply 

explore the applications status and potential of these technologies in the field of mental health. 

 

Keywords: Mental health, DTM, artificial intelligence, evolutionary trends. 

 

INTRODUCTION 

Mental health issues are always a serious problem to the society and it gains increasing attention globally in recent years. 

Traditional mental health services are facing challenges such as unequal distribution of resources and limited accessibility of 

services (Saxena et al., 2007), although they have brought substantial benefits. With the advent of the digital age, artificial 

intelligence technology offers a complementary solution to the traditional mental health services. In addition to expanding the 

access to more people, it also improves the accuracy of predicting mental health problems and the efficiency of personalized 

treatment plans by analyzing large amounts of medical data (Johnson et al., 2021). While research on AI in mental health is 

increasing, there are still some issues that need to be tackled with, such as ethics and privacy (Graham et al., 2019) and the 

necessity to keep increasing the accessibility (Chen et al., 2019), etc. 

 

There has been a considerable accumulation of research on the use of AI in mental health, as indicated by the significant rise in 

the total number and citations of literature on AI for the treatment of a particular mental illness (Tran et al., 2019). There are 

some literature review studies to address the issues of AI applications in mental health (e.g., D’Alfonso, 2020; Graham et al., 

2019). These studies rely on manual literature retrieval and content summary, which are time-consuming. The views are also 

subject to a certain degree of subjective influence. Therefore, there is lack of research using AI  techniques to explore the 

application of AI in mental health, which allows us to objectively understand the state of the research in this field to date and 

identify new trends for the emerging research (Bai et al., 2021). The purpose of this study is to fill in these research gaps by 

exploring in depth the research topics of AI in mental health and their evolutionary trends over time based on a two-staged 

literature review. The first stage, which is our current research, uses the dynamic topic modeling (DTM) to streamline the selected 

literature abstracts. The second stage, i.e., the follow-up study, will retrieve representative literature based on the topics generated 

in the first stage. By analyzing the literature over the years, we can track the pulse of development of these topics over time and 

identify some research gaps. 
 

The purpose of this study is to (1) reveal the major topics of AI research in the field of mental health, and (2) analyze the 

evolutionary trends of these topics over time. Through this study, we expect to provide researchers and practitioners in the field 

of mental health with a macroscopic perspective that will help them to understand current research hotspots and future directions. 

 

RELEVANT STUDIES 

Literature Review on AI in Mental Health 

In the traditional systematical literature review on the application of AI, the authors manually screen and retrieve some literature, 

and then manually summarize and analyze the topics related to the research status and future development direction. The 

methodology employed in the previous works remains predominantly traditional. These processes include (under different 
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literature databases): keyword search (single or multiple), manual screening, reading and evaluation, organization and summary 

(e.g., Ray et al., 2022; Zhou et al., 2022), which are primarily relying on manual approaches that may be time-consuming and 

labor-intensive. The fast-developing AI technique (DTM) can be used for the literature selection and literature review. 

 

The previous review articles often have specific research focuses, such as the effectiveness and potential of artificial intelligence 

in predicting and classifying mental health disorders (e.g., Chung & Teo, 2022; Graham & Depp, 2019; Verma et al., 2024). 

There are only a few review articles that focus on multi-aspects. For example, D’Alfonso (2020) review the literature with 

different topics, such as 1) human perception or digital phenotypes, 2) natural language processing of clinical text, social media 

content analysis and 3) chatbot technology. In addition, all of these studies are conducted in with a static method. Using dynamic 

topic modeling, this study aims to review the research literature on AI applications in mental health, including the above review 

articles, in a more comprehensive and dynamic way. 

 

Dynamic Topic Modeling 

Topic modeling is a text mining technique that aims to find hidden topics from a given collection of text and assign topics to 

each document. It has been applied to extract topics and hotspots in various fields since it was proposed. The most commonly 

used is LDA. DTM is a topic model for exploring topic changes over time based on a Bayesian statistical framework that 

introduces a time dimension based on LDA (Blei & Lafferty, 2006). It can obtain the topic distribution of each document, with 

each topic (consisting of multiple topic words) changing over time to better model the development and evolution of topics over 

time series (Pavithra & Savitha, 2024). At the same time, it reduces human bias, subjectivity and error. 

 

RESEARCH METHODOLOGY 

In order to depict the key issues on AI (combined with big data) applications in mental health and the trend of research hotspots 

over time, we used DTM model to summarize the topics of the obtained abstracts. Then we used heat map to show the trend of 

the hotness of their topics over time. The complete process of topic modeling using DTM is shown in Figure 1. 

 
Figure 1: The overall research process 

 

Data Collection 

Considering professionalism, resource richness and network, this study used China National Knowledge Infrastructure (CNKI) 

as the data source. Python web crawler technology was used to retrieve English literature abstracts in the fields of psychology 

and psychiatry from CNKI database between 2003 and 2023. The search terms “artificial intelligence” and “big data” were used 

to search the literature. Due to the problems of literature classification, anti-crawling mechanism, and partial literature abstract 

display on CNKI, there are few relevant articles we could crawl to, and the number of articles retrieved every year is between 0 

and 49. We did a simple manual screening of the collected data such as language screening (English required), content screening 

(to determine if it really belongs to the category of AI applications in mental health). Finally, 390 abstracts of literature in the AI 

category were identified. 

 

Data Preprocessing 

Basic Processing 

First, we used the python regular expressions to remove the non-text content, including special symbols and some numbers. The 

second step was synonymous substitution, including the conversion of uppercase to lowercase letters and the replacement of full 

names with acronyms. And third, we performed the operations of word segmentation, removing stopwords and lemmatization. 

These works remove redundant information and avoid the performance degradation of the model caused by the introduction of 

invalid information. 

 

Invalid Topic Words Screening 

Low-frequency words and high-frequency nonsense words can greatly reduce the efficiency of modeling and the interpretability 

of results. According to our observation, high-frequency meaningless words in topic modeling results can make the final 

generated topics contain almost all of these words, which is not helpful and even disruptive. Term Frequency and Inverse 

Document Frequency (TF-IDF) is a technique commonly used for term weighting (Kadhim, 2019). The TF stands for Term 

Document Frequency, i.e., how often a word appears in a document. As shown in formula (1), where t is a specific word and d 
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is a document, it is calculated by the frequency (n) of a word t in a document d divided by the total number (N) of words in the 

document d. IDF denotes Inverse Document Frequency, i.e., a measure of the importance of a word in all documents. As shown 

in formula (2), where D represents the total number of documents and df(t) represents the number of documents containing a 

specific word t. Logarithm can avoid the problem of too large value and ensure the monotonically decreasing characteristic of 

IDF. The higher the TF value, the more important the word t is in the document d. However, a higher IDF indicates that the term 

is more unique and valuable for distinguishing documents. We multiplied them to get the TF-IDF value for each word in a 

document. As shown in equation (3), it represents the importance of this word in all documents. Words with too low TF-IDF 

values contribute little to the document, and words with too high values cannot distinguish the document topics. Therefore, TF-

IDF has been used as a word filtering tool for topic modeling in some studies (Chen et al., 2017).  

 

 TF(t, d)  =  
n

N
  (1) 

 

 IDF(t)  =  loge
D

df(t)
 (2) 

 

 TF − IDF(t)  =  TF(t)  ∗  IDF(t) (3) 

 

The average TF-IDF of each term in each document is taken as the TF-IDF value of the term. The distribution of our vocabulary 

TF-IDF values is close to continuous. Therefore, we first looked at the graph of Cumulative Distribution Function (CDF) 

distributions of the TF-IDF values of the documents, as shown in Figure 2. CDF is one of the commonly used concepts in 

probability theory and statistics, where it gives the probability of being less than or equal to a particular value taken. As shown 

in Figure 2, there are no obvious low-frequency words in the documents. And the CDF curves of the words almost always enter 

a flat state after steadily increasing to a certain level. Eventually we chose 0.005 as the TF-IDF thresholds for the word lists of 

articles. The partial words larger than this threshold in the word lists of articles are shown in Table 1. 

 
Figure 2: CDF distribution of TF-IDF for AI related articles 

 

Table 1: Part of the words in the AI document greater than 0.005 

Words TF-IDF 

ai 0.025108 

predict 0.021670 

model 0.019627 

... ... 

benefit 0.005017 

 

We observed that although some words have high frequency in the TF-IDF dimension, they are not meaningless for topic 

extraction and we cannot removed all words larger than a threshold. Therefore, we artificially filtered out some meaningless 

words such as “however”, “ai”, etc. They often fail to account for thematic differences. 

 

Text Vectorization 

In order to facilitate the calculation and analysis, the experiment used the corpora module of the genism library to build the 

dictionary and bag-of-words model for the word list after word segmentation in the text. Then the word frequency vector was 

used to represent the segmented text. 

 

Topic Extraction 

Optimal Number of Topics 

Determination of the number of topics is crucial for literature topic extraction. A commonly used method to determine the number 

of topics is based on the topic coherence scores. In this study, we created DTM models with topic numbers ranging from 2 to 20 



Yang et al.  

The 24th International Conference on Electronic Business, Zhuhai, China, October 24-28, 2024 

699 

for AI literature abstract texts. For the DTM model with the number of topics k, the average topic coherence score in n time 

slices was calculated as its topic coherence score. Figure 3 show the variation of topic coherence scores with the number of topics 

for the DTM models. It can be seen from the figure, when the number of topics is 9, the topic coherence score of model arrives 

the highest. 

 

Topic Extraction 

The genism library was used in the study to build the DTM model. Genism provides two ways to create a DTM model. By 

comparison, the approach using the native dtm-win64.exe model not only has a relatively high topic coherence score, but also 

runs faster. 

 

 
Figure 3: Situation of topic consistency score of AI articles 

 

RESULTS 

Topics Extracted 

Finally, nine topics were extracted by the DTM and named by the authors based on the corresponding key topic words. Topic 

consistency is our main consideration. When determining the number of topics, we used word co-occurrence frequency and 

similarity to measure the internal consistency of topics. We also paid more attention to its logical and conceptual fluency and 

coherence, that is, we hope that people can better understand these topics by using human intelligence for the naming of the 

topics. 

 

We did this by first coming up with a topic name using some of the keywords that actually make up a semantic meaning, and 

then seeing if the other “ignored” keywords are related to the initial topic name.  For example, the representative key words of 

Topic 1 are: covid, emergency, medical, etc. It was thus named as “Emergency medical response”, while the other words such 

as “analysis, measure” is found to be closely related to the response in practical application, showing relevance. Otherwise, the 

initial name needs to be adjusted and the whole process needs to be repeated until the relevance is found. The final names for 

each topic is listed in Table 2. 

   

Table 2: Overview of the nine extracted topics 

No. Name Definition Main Topic Words 

1 Emergency 

medical response 

An emergency medical response to relieve 

medical stress in emergency situations. 

covid, analysis, measure, security, 

emergency, medical, machine learning 

2 Risk prediction Prediction risk of mental disorders, treatment 

effects or future outcome of prognosis. 

predict, risk, clinical, patients, psychosis, 

machine learning, symptoms  

3 AI conversational 

intervention 

Intervention of specific mental disorders by 

means of conversational communication. 

chatbots, conversational, design, 

diagnosis, therapy, service, suicide, 

agencies 

4 Future research 

directions 

Future research and potential on clinical methods 

or treatment  

review, study, clinical, methods, 

treatment, potential, social, future 

5 AI performance 

analysis 

Analysis of the performance of AI applications 

for prediction and diagnosis. 

Feature, methods, predict, classification, 

accuracy, performance, algorithms, score 

6 AI combining 

medical data 

AI combines different medical data such as 

electroencephalogram, Nuclear magnetic 

resonance, etc. to intervene in mental health 

brain, schizophrenia, control, psychosis, 

MRI, functional, image, sample 

7 Student mental 

health prediction 

Prediction on mental disorders among 

adolescents/ colleague students. 

depression, students, stress anxiety, 

predict, emotion, college, network 
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8 Employee mental 

health measures 

Measures of adults’ anxiety, depression and 

other mental disorders. 

distress, work, measure, physical, report, 

score, anxiety, depression 

9 Community 

mental health 

The impact of urban environmental factors on 

residents' mental health. 

street, patient, residents, medical, urban, 

physical neighborhood 

 

4.2 Topic Trend Analysis 

The change in the popularity of topics is shown in Figure 4, where the topic order is sorted from high to low according to the 

overall heat. Before 2013, none of these topics are popular. However, after 2013, the popularities of all the topics begin to 

increase with different speeds. Growth in calculating the standard deviation (keep two decimal places), we got a group of data 

of 3.05, 2.29, 2.19, 1.87, 1.25, 1.93, 1.47, 1.54, 1.21 according to the topic order in figure 4. And taking the median of 1.87 as 

the threshold, we divided the nine topics into 2 types: rapidly growing topics and slowly growing topics. 

 
Figure 4: Heat map of topic evolution of AI articles 

 

Rapidly Growing Topics 

Topic 4 about the future research directions in the field of mental health topped the list of nine topics. The growth trend in the 

last 10 years is obvious. While AI technologies in supporting services in the mental health have shown promising results in many 

trials, there are many challenges in their real implementation phase (Torous et al., 2021). Just like the problem of privacy ethics, 

interpretability issues, the problem of chatbots’ effectiveness on patients, and so on. Therefore, researchers are eager to find the 

direction of AI development in the field of mental health. It may be one of the reasons why Topic 4 research heat is at the top of 

the list. 

 

Topic 5, AI performance analysis, deals with the performance metrics of their algorithms when using AI in the diagnosis, 

prediction of mental disorders. Its effectiveness when intervening in psychiatric disorders is tested through different perspectives 

such as new technological aspects of machine learning, robotics, deep learning and sensor-based systems (Khare et al., 2024). 

This can help us understand how AI systems perform in real-world applications, including accuracy, efficiency and reliability.  

 

Topic 6, AI combining medical data, has gradually increased in popularity, ranking the second among the nine topics. The vast 

majority of research on this topic has directly analyzed medical data to intervene in mental disorders. For example, hybrid deep 

neural networks are developed based on EEG data for the classification of schizophrenia (Sun et al., 2021). Studies using AI to 

analyze medical images to discover effective biomarkers and then creating highly accurate diagnostic and efficacy prediction 

models (e.g., Li et al., 2020) have provided a new way for the applications of AI in the mental health field. 

 

Topic 7, student mental health prediction, ranks 4th among the nine topics, which is in the upper middle range. This suggests 

that the mental health problems of the adolescent/ colleague student population are in urgent need of attention. As a result, 

research and literature focusing on this topic is increasing. As for students, they may often be reluctant to see a psychologist for 

a variety of reasons, such as shame, lack of relevant knowledge, poor financial conditions, or lack of family/social support. 

Therefore, AI algorithmic models combining data collected by wearable devices (Lekkas et al., 2023), social media texts (Ding 

et al., 2020), voice data and so on can help to intervene such a population segment more effectively. Using data from daily life 

is less intrusive for them than using the specialized medical data obtained in clinic or hospitals. 

 

Topic 8 follows Topic 7, moving from students to another population, mainly employees. This topic involves the assessment of 

work stress to achieve early screening and intervention for mental disorders. 
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Slowly Growing Topics 

Topic 1 on AI for emergency medical response was boosted during the COVID-19 pandemic when the demand for mental health 

services increased dramatically. AI automated diagnostic and therapeutic tools begins to emerge as an emergency medical 

response to alleviate the strain on healthcare resources in the past few years (Di Carlo et al., 2021). Although the epidemic is still 

a worldwide healthcare issue today, the urgency is not that high. Therefore, it is natural that the heat of this topic is fading, 

becoming stable.  

 

The popularity of Topic 3, AI conversational therapy, has been rising gradually over the last decade. However, the current 

evidence supporting the effectiveness of chatbot interventions for various mental disorders is weak (Abd-Alrazaq et al., 2020). 

One of the main reasons is the lack of empathy compared to human counselors. The non-human nature of AI robots needs more 

attention and the concept of artificial empathy needs further research (Shao, 2023).  

 

Topic 2, risk prediction with AI models, has been slowly gaining attention. But its overall heat among the nine topics is relatively 

low. The predictions cover almost all stages of disease development: pre-onset (Byeon, 2021), post-disease (Del Fabro et al., 

2023) and prognosis (Molteni et al., 2019). Although these applications have begun to emerge, data for prediction of people at 

high risk are difficult to obtain and the black-box feature of AI models - lack of interpretability leads to the inability to inform 

the reasons for belonging to a high risk after prediction (Graham & Depp, 2019). These may all contribute to the slow growth of 

research buzz on this topic. 

 

The development trend of Topic 9, community mental health, is also flat. This topic focuses on some external factors such as 

green spaces (Wang et al., 2019) that impact mental health. A more comprehensive understanding and implementation of these 

beneficial external factors can serve as a viable approach to prevent the onset of mental health disorders. 

 

FUTURE WORK AND EXPECTED CONTRIBUTIONS 

This study aims to fill in the current research gaps by reviewing the research on AI applications in mental health and proposing 

a two-staged method. The work-in-progress has extracted nine research topics and examined the evolution of these topics, which 

has contributed to the current literature with a whole picture of the research in the related area.  

 

In future, we will select and review the relevant literature based on the nine research topics identified through the DTM model. 

This will help us to fully grasp the current status, trends and key challenges of AI in mental health services. With the two-staged 

strategy, we expect that this study can not only save time and labor invested in literature search, but also position the critical 

literature in a more effective way. 

 

Secondly, we will further analyze the effect and reserve effect between AI applications and mental health needs. Collaborative 

optimization between technical systems and social systems can improve system performance (Davis et al., 2014). In our research 

field, this interdisciplinary cooperation is expected to provide theoretical support and practical guidance for its technical 

development and applications. 

 

ACKNOWLEDGMENT 

This work is partially supported by the Beijing Municipal Education Commission under Project No. 22019821001 in China. 

 

REFERENCES 

Abd-Alrazaq, A. A., Rababeh, A., Alajlani, M., Bewick, B. M., & Househ, M. (2020). Effectiveness and safety of using chatbots 

to improve mental health: Systematic review and meta-analysis. Journal of Medical Internet Research, 22(7) , e16021. 

https://doi.org/10.2196/16021  

Bai, Y., Li, H., & Liu, Y. (2021). Visualizing research trends and research theme evolution in E-learning field: 1999–2018. 

Scientometrics, 126, 1389-1414. https://doi.org/10.1007/s11192-020-03760-7  

Blei, D. M., & Lafferty, J. D. (2006). Dynamic topic models. In Proceedings of the 23rd international conference on Machine 

learning (pp. 113-120). https://doi.org/10.1145/1143844.1143859  

Byeon, H. (2021). Predicting high-risk groups for COVID-19 anxiety using adaboost and nomogram: Findings from nationwide 

survey in South Korea. Applied Sciences, 11(21), 9865. https://doi.org/10.3390/app11219865  

Chen, I. Y., Szolovits, P., & Ghassemi, M. (2019). Can AI help reduce disparities in general medical and mental health care? 

AMA Journal of Ethics, 21(2), 167-179. https://doi.org/10.1001/amajethics.2019.167  

Chen, Q., Ai, N., Liao, J., Shao, X., Liu, Y., & Fan, X. (2017). Revealing topics and their evolution in biomedical literature using 

Bio-DTM: A case study of ginseng. Chinese Medicine, 12(27), 1-9. https://doi.org/10.1186/s13020-017-0148-7  

Chung, J., & Teo, J. (2022). Mental health prediction using machine learning: Taxonomy, applications, and challenges. Applied 

Computational Intelligence and Soft Computing, 2022(1), 19. https://doi.org/10.1155/2022/9970363  

D’Alfonso, S. (2020). AI in mental health. Current Opinion in Psychology, 36, 112-117. 

https://doi.org/10.1016/j.copsyc.2020.04.005  

Davis, M. C., Challenger, R., Jayewardene, D. N., & Clegg, C. W. (2014). Advancing socio-technical systems thinking: A call 

for bravery. Applied Ergonomics, 45(2), 171-180. https://doi.org/10.1016/j.apergo.2013.02.009  

https://doi.org/10.2196/16021
https://doi.org/10.1007/s11192-020-03760-7
https://doi.org/10.1145/1143844.1143859
https://doi.org/10.3390/app11219865
https://doi.org/10.1001/amajethics.2019.167
https://doi.org/10.1186/s13020-017-0148-7
https://doi.org/10.1155/2022/9970363
https://doi.org/10.1016/j.copsyc.2020.04.005
https://doi.org/10.1016/j.apergo.2013.02.009


Yang et al.  

The 24th International Conference on Electronic Business, Zhuhai, China, October 24-28, 2024 

702 

Del Fabro, L., Bondi, E., Serio, F., Maggioni, E., D’Agostino, A., & Brambilla, P. (2023). Machine learning methods to predict 

outcomes of pharmacological treatment in psychosis. Translational Psychiatry, 13(1), 75. 

https://doi.org/10.1038/s41398-023-02371-z  

Di Carlo, F., Sociali, A., Picutti, E., Pettorruso, M., Vellante, F., Verrastro, V.,…Di Giannantonio, M. (2021). Telepsychiatry 

and other cutting‐edge technologies in COVID‐19 pandemic: Bridging the distance in mental health 

assistance. International Journal of Clinical Practice, 75(1). https://doi.org/10.1111/ijcp.13716  

Ding, Y., Chen, X., Fu, Q., & Zhong, S. (2020). A depression recognition method for college students using deep integrated 

support vector algorithm. IEEE Access, 8, 75616-75629. https://doi.org/10.1109/ACCESS.2020.2987523  

Graham, S., Depp, C., Lee, E. E., Nebeker, C., Tu, X., Kim, H.C., & Jeste, D. V. (2019). Artificial intelligence for mental health 

and mental illnesses: An overview. Current Psychiatry Reports, 21, 1-18. https://doi.org//10.1007/s11920-019-1094-0  

Graham, S. A., & Depp, C. A. (2019). Artificial intelligence and risk prediction in geriatric mental health: What happens next? 

International Psychogeriatrics, 31(7), 921-923. https://doi.org/10.1017/S1041610219000954  

Johnson, K. B., Wei, W. Q., Weeraratne, D., Frisse, M. E., Misulis, K., Rhee, K.,…Snowdon, J. L. (2021). Precision medicine, 

AI, and the future of personalized health care. Clinical and Translational Science, 14(1), 86-93. 

https://doi.org/10.1111/cts.12884  

Kadhim, A. I. (2019). Term weighting for feature extraction on Twitter: A comparison between BM25 and TF-IDF. In 2019 

International Conference on Advanced Science and Engineering (ICOASE) (pp. 124-128). IEEE. 

https://doi.org/10.1109/ICOASE.2019.8723825 

Khare, M., Acharya, s., Shukla, S., & Sachdev, A. (2024). Utilising artificial intelligence (AI) in the diagnosis of psychiatric 

disorders: A narrative review. Journal of Clinical & Diagnostic Research, 18(4), 1-5. 

https://doi.org/10.7860/JCDR/2023/61698.19249  

Lekkas, D., Gyorda, J. A., Price, G. D., & Jacobson, N. C. (2023). Depression deconstructed: Wearables and passive digital 

phenotyping for analyzing individual symptoms. Behaviour Research and Therapy, 168, 104382. 

https://doi.org/10.1016/j.brat.2023.104382  

Li, A., Zalesky, A., Yue, W., Howes, O., Yan, H., Liu, Y.,…& Liu, B. (2020). A neuroimaging biomarker for striatal dysfunction 

in schizophrenia. Nature Medicine, 26(4), 558-565. https://doi.org/10.1038/s41591-020-0793-8  

Molteni, S., Filosi, E., Mensi, M. M., Spada, G., Zandrini, C., Ferro, F.,…& Balottin, U. (2019). Predictors of outcomes in 

adolescents with clinical high risk for psychosis, other psychiatric symptoms, and psychosis: A longitudinal protocol 

study. Frontiers in Psychiatry, 10, 787. https://doi.org/10.3389/fpsyt.2019.00787  

Pavithra, C., & Savitha, D. J. (2024). Advancements in dynamic topic modeling: A comparative analysis of LDA, DTM, 

GibbsLDA++, HDP and proposed hybrid model HDP with CT-DTM for real-time and evolving textual data. Journal 

of Theoretical and Applied Information Technology, 102(10).  

Ray, A., Bhardwaj, A., Malik, Y. K., Singh, S., & Gupta, R. (2022). Artificial intelligence and psychiatry: An overview. Asian 

Journal of Psychiatry, 70, 103021. https://doi.org/10.1016/j.ajp.2022.103021  

Saxena, S., Thornicroft, G., Knapp, M., & Whiteford, H. (2007). Resources for mental health: Scarcity, inequity, and inefficiency. 

The Lancet, 370(9590), 878-889. https://doi.org/10.1016/S0140-6736(07)61239-2  

Shao, R. (2023). An empathetic AI for mental health intervention: Conceptualizing and examining artificial empathy. In 

Proceedings of the 2nd Empathy-Centric Design Workshop (pp. 1-6). https://doi.org/10.1145/3588967.3588971  

Sun, J., Cao, R., Zhou, M., Hussain, W., Wang, B., Xue, J., & Xiang, J. (2021). A hybrid deep neural network for classification 

of schizophrenia using EEG Data. Scientific Reports, 11(1), 4706. https://doi.org/10.1038/s41598-021-83350-6  

Torous, J., Bucci, S., Bell, I. H., Kessing, L. V., Faurholt‐Jepsen, M., Whelan, P.,…Firth, J. (2021). The growing field of digital 

psychiatry: Current evidence and the future of apps, social media, chatbots, and virtual reality. World Psychiatry, 20(3), 

318-335. https://doi.org/10.1002/wps.20883  

Tran, B. X., McIntyre, R. S., Latkin, C. A., Phan, H. T., Vu, G. T., Nguyen, H. L. T.,… & Ho, R. C. (2019). The current research 

landscape on the artificial intelligence application in the management of depressive disorders: A bibliometric analysis. 

International Journal of Environmental Research and Public Health, 16(12), 2150. 

https://doi.org/10.3390/ijerph16122150  

Verma, S., Sharma, C., Aggarwal, G., & Upadhya, P. (2024). Artificial intelligence-based approach for classification and 

prediction of mental health. In 2024 14th International Conference on Cloud Computing, Data Science & Engineering 

(Confluence) (pp. 708-713). IEEE. https://doi.org/10.1109/Confluence60223.2024.10463203  

Wang, R., Helbich, M., Yao, Y., Zhang, J., Liu, P., Yuan, Y., & Liu, Y. (2019). Urban greenery and mental wellbeing in adults: 

Cross-sectional mediation analyses on multiple pathways across different greenery measures. Environmental Research, 

176, 108535. https://doi.org/10.1016/j.envres.2019.108535  

Zhou, S., Zhao, J., & Zhang, L. (2022). Application of artificial intelligence on psychological interventions and diagnosis: An 

overview. Frontiers in Psychiatry, 13. https://doi.org/10.3389/fpsyt.2022.811665  

 

https://doi.org/10.1038/s41398-023-02371-z
https://doi.org/10.1111/ijcp.13716
https://doi.org/10.1109/ACCESS.2020.2987523
https://doi.org/10.1007/s11920-019-1094-0
https://doi.org/10.1017/S1041610219000954
https://doi.org/10.1111/cts.12884
https://doi.org/10.1109/ICOASE.2019.8723825
https://doi.org/10.7860/JCDR/2023/61698.19249
https://doi.org/10.1016/j.brat.2023.104382
https://doi.org/10.1038/s41591-020-0793-8
https://doi.org/10.3389/fpsyt.2019.00787
https://doi.org/10.1016/j.ajp.2022.103021
https://doi.org/10.1016/S0140-6736(07)61239-2
https://doi.org/10.1145/3588967.3588971
https://doi.org/10.1038/s41598-021-83350-6
https://doi.org/10.1002/wps.20883
https://doi.org/10.3390/ijerph16122150
https://doi.org/10.1109/Confluence60223.2024.10463203
https://doi.org/10.1016/j.envres.2019.108535
https://doi.org/10.3389/fpsyt.2022.811665

