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ABSTRACT 

Through the case of Yiwu Comprehensive Pilot Zone, the key factors affecting the development of the city's cross-border e-

commerce industry are discussed, and the future cross-border e-commerce transaction volume is predicted. The Pearson 

coefficient was used to analyze the correlation of the feature data, and the key features were selected by combining the Lasso 

regression model. Build a grey prediction model to make predictions about future data for selected key features. An SVR 

vector regression model is established to predict the cross-border e-commerce transaction volume in the next two years. 

Sorting out the key elements to promote the increase of cross-border e-commerce transaction volume, and promote the high-

quality and rapid development of the industry. 

 

Keywords:  Cross-border e-commerce, industrial competitiveness, gray model. 

 

INTRODUCTION 

Today, cross-border e-commerce, characterized by the digitalization of trade, is becoming an important driving force for the 

growth of global trade. At present, China has approved the establishment of 165 cross-border e-commerce comprehensive pilot 

zones. Scholars use methods such as the grey correlation method and the diamond theory model (Bi Lingyan et al., 2019) to 

measure the competitiveness level of the cross-border e-commerce industry. Some scholars have also discussed the 

competitiveness level of regional cross-border e-commerce industry and the gap between regions (Wu Jinghong et al., 2022). 

In terms of specific methods, some scholars have used the grey correlation analysis method to obtain the grey correlation 

degree and weight of each influencing factor index based on the statistical data of Ningbo over the years (Wu et al., 2022), and 

tried to construct an index system of influencing factors for the fluctuation of cross-border e-commerce transaction volume in 

Ningbo (Chen Xiaoxing et al., 2022). In addition, the application of Lasso regression and SVR support vector regression can 

also provide new ideas for the analysis of cross-border e-commerce observation indicators (E. De Vito et al., 2011). 

 
Considering the systematization of the index system, the integrity of the concept data and the distinction between import and 

export of cross-border e-commerce transactions, there is still a lot of room for optimization of the above-mentioned analysis 

models and prediction methods. Taking Yiwu as an example, this paper analyzes the important influencing factors of cross-

border e-commerce transactions. 

 

INDEX SYSTEM AND DATA COLLECTION 

Indicator System based on Diamond Theory 

Considering the typicality of the sample, this paper selects the cross-border e-commerce transaction volume of Yiwu City as 

the analysis object. Porter's diamond model (Robert Huggins et al., 2015) is introduced, combined with the "motivation-trust-

vulnerability (MTV) framework" in the cross-border scenario (Wagner Gerhard et al., 2023), and the indicators are mainly 

constructed from the dimensions of production factors, market demand, industrial agglomeration, organizational competition 

and cooperation, and policy environment, as shown in Table 1. 
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Table 1 Indicators related to cross-border e-commerce transaction value 

Level 1 indicators Level 2 indicators Data source 

Cross-border e-commerce 

transaction value 

Cross-border e-commerce transaction value 

(100 million yuan) 
Yiwu Statistical Bulletin 

Factor of production 

x1 Number of China-Europe trains (columns) China-Europe Express website 

x2 Number of boxes sent by China-Europe trains (boxes) China-Europe Express website 

x3 Freight Traffic: Highway (10,000 tons) Jinhua Statistical Yearbook 

x4 Total Cargo Traffic: Railway (10 000 tons) Jinhua Statistical Yearbook 

x5 Total Cargo Traffic: Air (10,000 tons) Jinhua Statistical Yearbook 

x6 Trade Freight Volume (10,000 tons)  Yiwu Statistical Bulletin 

x7 Trade Freight Volume: Road Freight Volume (10,000 tons)  Yiwu Statistical Bulletin 

x8 Trade Freight Volume: Railway Arrivals and Departures 

(10,000 tons) 

 Yiwu Statistical Bulletin 

x9 Trade Cargo Volume: Air Cargo Volume (10,000 tons)  Yiwu Statistical Bulletin 

x10 Permanent population of Yiwu City (10,000 people)  Yiwu Statistical Bulletin 

x11 Registered population of Yiwu City (10,000 people)  Yiwu Statistical Bulletin 

x12 Education expenditure (10,000 yuan)  Yiwu Statistical Bulletin 

x13 New college students (10,000 people)  Yiwu Statistical Bulletin 

x14 Total GDP (100 million yuan)  Yiwu Statistical Bulletin 

x15 Value-added of tertiary industry (100 million yuan)  Yiwu Statistical Bulletin 

x16 Regional R&D investment (100 million yuan)  Yiwu Statistical Bulletin 

Market demand 

x17 Total Retail Sales of Consumer Goods (100 million yuan)  Yiwu Statistical Bulletin 

x18 Yiwu China Small Commodity Prosperity Index China Commodity Index website 

x19 Turnover of China Commodity City (100 million yuan)  Yiwu Statistical Bulletin 

x20 Yiwu China Small Commodity Price Index http://www.eastmoney.com 

x21 Total Imports and Exports (100 million yuan)  Yiwu Statistical Bulletin 

x22 Imports (100 million yuan)  Yiwu Statistical Bulletin 

x23 Exports (100 million yuan)  Yiwu Statistical Bulletin 

x24 E-commerce Transaction Value (100 million yuan)  Yiwu Statistical Bulletin 

x25 Mobile Internet Users  Yiwu Statistical Bulletin 

x26 Proportion of cross-border e-commerce in total e-

commerce (%) 
Calculated based on indicators 

x27 Per Capita Disposable Income of Urban Permanent 

Residents (yuan) 

 Yiwu Statistical Bulletin 

Industry agglomeration 

x28 International Mail Exchange Bureau Business Volume 

(10,000 pieces) 

 Yiwu Statistical Bulletin 

x29 Express business volume (100 million pieces) Postal Industry Statistical Bulletin 

X30 Express business revenue (100 million yuan) National Post Office 

x31 Exports by Market Procurement Trade (100 million yuan)  Yiwu Statistical Bulletin 

x32 Science expenditure (10,000 yuan)  Yiwu Statistical Bulletin 

Organize competitive 

cooperation 

x33 Number of patent applications granted  Yiwu Statistical Bulletin 

x34 Foreign-related economic entities 
 Yiwu Statistical Bulletin 

x35 Entry and exit of foreign businessmen  Yiwu Statistical Bulletin 

Policy environment X36 Yiwu Market Credit Composite Index (YMCI) http://www.ywindex.com 

Source: According to the key indicators of the diamond model, combined with the data of 

Yiwu Municipal Bureau of Statistics and the Ministry of Commerce's "Yiwu Index 

Network”. 

 

Data Collection 

Data collection channels include: from Yiwu (Jinhua) Bureau of Statistics, China Small Commodities Index website, Ministry 

of Commerce, State Post Bureau, Oriental Fortune Network and other platforms. The data were collected according to the 
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following conditions: (1) the completeness of the time series, focusing on the collection of characteristic values with relatively 

complete data from 2018 to 2022. (2) The interpolation method was used to supplement the indicators such as the number of 

new college students in 2018 and 2019. 

 

Research Methods and Data Processing 

Data analysis was performed in Anaconda's Jupiter Notebook environment through Python's numpy and pandas libraries. (1) 

The Pearson coefficient method and the Lasso feature selection model were used to exploratory analysis of the correlation of 

various features, and the correlation coefficient matrix was obtained. Get important characteristics related to cross-border e-

commerce transaction value. (2) The grey prediction model and support vector regression prediction model for a single feature 

were established, and the accuracy was evaluated. (3) The support vector regression prediction model is used to calculate the 

total amount of Yiwu cross-border e-commerce in the next two years. (4) Evaluate the results of the prediction model. 

 

Data Preprocessing and Analysis 

Feature Correlation Analysis 

Combined with the existing data sources, this paper selects 36 impact characteristic indicators. The Pearson correlation 

coefficient was used for preliminary index screening. This is shown in Table 2. 

 

Table 2 Pearson Correlation Coefficient Matrix 

 y x1 x2 x3 x4 x5 x6 x7 - x34 x35 x36 

y 1 0.99 0.99 0.97 0.84 -0.57 0.39 0.26 - 0.91 -0.9 0.93 

x1 0.99 1 1 0.99 0.84 -0.6 0.31 0.17 - 0.9 -0.92 0.96 

x2 0.99 1 1 0.99 0.84 -0.6 0.3 0.16 - 0.9 -0.92 0.96 

x3 0.97 0.99 0.99 1 0.84 -0.62 0.19 0.04 - 0.87 -0.93 0.97 

x4 0.84 0.84 0.84 0.84 1 -0.52 0.44 0.32 - 0.86 -0.59 0.91 

x5 -0.57 -0.6 -0.6 -0.62 -0.52 1 -0.04 0.06 - -0.22 0.54 -0.51 

x6 0.39 0.31 0.3 0.19 0.44 -0.04 1 0.99 - 0.45 0 0.2 

x7 0.26 0.17 0.16 0.04 0.32 0.06 0.99 1 - 0.33 0.14 0.06 

- - - - - - - - - - - - - 

x34 0.91 0.9 0.9 0.87 0.86 -0.22 0.45 0.33 - 1 -0.75 0.92 

x35 -0.9 -0.92 -0.92 -0.93 -0.59 0.54 0 0.14 - -0.75 1 -0.85 

x36 0.93 0.96 0.96 0.97 0.91 -0.51 0.2 0.06 - 0.92 -0.85 1 

Source: Calculated based on Pearson coefficient. 

 

Through the table matrix analysis, the characteristics of strong correlation with cross-border e-commerce transaction volume 

are as follows:x1，x2，x3，x4，x8，x10，x11，x12，x13，x14，x15，x16，x17，x18，x19，x21，x22，x23，x24，

x27，x29，x31，x32，33，34，36。Characteristics of weak correlation are:x6，x7，x20，x26，x30.Less correlated 

features are:x5，x9，x20，x25，x28，x35. 

 

Feature Selection Based on Lasso Regression 

The Lasso method was first proposed by Robert Tibshiran in 1996, and its essence is to seek a process of sparse expression. 

While ensuring the best fit error, LASSO regression makes the parameters as "simple" as possible, making the model have 

strong generalization ability. On the basis of least squares method, LASSO regression takes the sum of the absolute values of 

the regression coefficients  as the penalty term, and adjusts the number and size of model parameters through the 

penalty term to reduce the complexity of the model. By compressing the coefficients of the variables in the regression model, 

the purpose of variable screening is achieved at the cost of controllable estimation bias. 

The Lasso parameter estimate is shown in the formula: 

              (1) 
With the increase of λ, the degree of compression of the estimated coefficients of each independent variable increases, and the 

coefficients of the independent variables that have little influence on the prediction results of the model are compressed to 0, 

and the number of independent variables decreases gradually. In the Python environment, the number of features based on λ is 

simulated and calculated, and the value of λ is 70. Combined with the Pearson coefficient correlation coefficient matrix and the 

Lasso regression key feature ranking, the characteristic values associated with the trend of cross-border e-commerce 

transaction volume were obtained, namely, x1 (the number of China-Europe trains), x2 (the number of boxes sent by China-

Europe trains), x12 (education expenditure), x27 (per capita disposable income of urban permanent residents), and x32 

(science expenditure). 
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Combined with the Pearson coefficient correlation coefficient matrix and the Lasso regression key feature ranking, the 

characteristic values associated with the trend of cross-border e-commerce transaction volume were obtained, namely, x1 (the 

number of China-Europe trains), x2 (the number of boxes sent by China-Europe trains), x12 (education expenditure), x27 (per 

capita disposable income of urban permanent residents), and x32 (science expenditure). 

 

Key Feature Prediction Based on Grey Prediction Model 

The gray prediction model is a prediction method that establishes a mathematical model to make predictions through a small 

amount of incomplete information, which is based on the past and present development laws of objective things. The first-

order accumulation of the historical data of the time series is carried out to obtain the generated series. 

Suppose the observed values for a sequence of behavioral features in the system are: 

                (2) 

(1) AGO accumulation sequence. The  is accumulated, and through the accumulation process, the development trend 

of the ash accumulation development process can be seen. It is possible to obtain an accumulation AGO sequence in one time: 

              (3) 

Among them,  

(2) MEAN series. Mean generation is to average the adjacent numbers in the AGO sequence to obtain the generation 

sequence. The mean is generated in the following sequence: 

             (4) 

Among them, 。 

(3) Grayscale model. The basic form of the GM(1,1) model is as follows: 

                          (5) 

Establish a first-order linear differential equation for : 

                     (6) 
Solve the differential equations to get the prediction model, as shown in the equation: 

                (7) 
Since the GM(1,1) model obtained a cumulative value, the data obtained by the GM(1,1) model were subtracted and reduced to 

.The grey prediction model can use the posteriori to test the accuracy of the model, and the discriminant rules using 

the posteriori test method are shown in Table 3. 

 

Table 3 Reference table for post-difference test discrimination 
P C Model accuracy 

>0.95 <0.35 Good 

>0.80 <0.5 qualified 

>0.70 <0.65 Barely qualified 

<0.70 >0.65 Unqualified 

 

In the table, C and P are calculated as follows: 

       (8) 

        (9) 

Among them,  ,  represents the standard deviation,S represents the number ，

 represents the average value of delta,L represents the length of  . 

Using the grey prediction model and referring to the time series characteristics (Xu Peng et al. 2022; Orieb Abu Alghanam et 

al,2022; Danyang Cao et al., 2023), the historical data of various eigenvalues from 2018 to 2022 was analyzed, and the 

transaction volume from 2023 to 2024 was predicted, and the results are shown in Table 4. 

 

Table 4 Prediction Results based on the Grey Model 

 x1 x2 x12 x27 x32 y 
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2018 
320 25060 261000 71207 49000 654.7 

2019 
528 42286 310039 77150 59327 753.98 

2020 
974 80392 324695 80137 62363 870.88 

2021 
1277 105292 343485 86628 71802 1013.57 

2022 
1569 129300 365426 86975 82596 1083.5 

2023 
2183.53 180998.2 384831.2 92031.2 91543.62 - 

2024 
2949.9 245414.1 406697.6 96092.22 102916 - 

Model accuracy good good good good good - 

Source: Obtained based on data analysis in this study 

 

Regression Prediction Based on Support Vector Machine Model 

Support Vector Regression (SVR) uses the idea of support vectors to perform regression analysis on data when doing fitting. 

By constructing a support vector machine regression prediction model (Y. Geetha Reddy et al., 2022;Hu Yili et al., 2022), 

substituting the grey prediction structure into the vector machine model, and calling the LinearSVR() function in Python, the 

total cross-border e-commerce transaction volume in Yiwu in 2023 and 2024 is predicted, as shown in Figure 1. 

  
Figure 1: Cross-border e-commerce transaction volume prediction based on SVR model 

 

As can be seen from the table, the forecasts for 2023 and 2024 have high accuracy and can be used as a reference for predicting 

the key characteristics of cross-border e-commerce transaction volume, as shown in Table 5. 

 

Table 5 2023-2024 cross-border e-commerce transaction volume forecast 
 x1 x2 x12 x27 x32 y y_pred 

2018 
320 25060 261000 71207 49000 654.7 654.7 

2019 
528 42286 310039 77150 59327 753.98 753.9848 

2020 
974 80392 324695 80137 62363 870.88 870.8783 

2021 
1277 105292 343485 86628 71802 1013.57 1013.54 

2022 
1569 129300 365426 86975 82596 1083.5 1106.032 

2023 
2183.53 180998.2 384831.2 92031.2 91543.62 - 1296.624 

2024 
2949.9 245414.1 406697.6 96092.22 102916 - 1518.208 

Source: Obtained based on data analysis in this study 

 

Performance Metrics 

The performance metrics of the regression model are used to measure the performance of the cross-border e-commerce 

prediction model, as shown in Figure 2. 

  
Figure 2: Performance measurement results of the prediction model 

Source: Obtained based on data analysis in this study 

 

From the results, it can be seen that the mean absolute error and the median absolute error are small, and the explanatory 

variance is very close to 1 with the R square value. At the same time, combined with the results of Figure 2 and Table 4, it can 

be seen that the predicted value is basically consistent with the real value, indicating that the established support vector 

regression model has excellent fitting effect and high model accuracy, which can be used to predict the statistical value of 

cross-border e-commerce transaction data in the city and be applied to practical work guidance. 
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CONCLUSION 

The development of the cross-border e-commerce industry is a systematic improvement project, and with the improvement of 

economic vitality in the post-epidemic era, cross-border transactions such as manufacturing, exhibition and trading, 

warehousing and logistics, financial credit, and market management will be more complete, and the online product supply 

chain system will be more perfect. Through the analysis of various characteristic values and the exploration of the influencing 

factors of index changes, we can help the region to implement precise policies, promote the steady increase of cross-border e-

commerce transaction volume, and promote the cross-border e-commerce industry to move towards a higher end of the value 

chain. 
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APPENDIX A: Computer Code (Part) 
    def GM11(x0):  # Define the GM11() function,x0 is in matrix form 

    import numpy as np 

    x1 = x0.cumsum()  # AGO sequence 

    z1 = (x1[:len(x1) - 1] + x1[1:]) / 2.0 

    z1 = z1.reshape((len(z1), 1)) 

    B = np.append(-z1, np.ones_like(z1), axis = 1) 

    Yn = x0[1:].reshape((len(x0)-1, 1)) 

    [[a], [b]] = np.dot(np.dot(np.linalg.inv(np.dot(B.T, B)), B.T), Yn)  

    f = lambda k: (x0[0] - b / a) * np.exp(-a * (k - 1))-(x0[0]-b/a) * np.exp(-a * (k - 2)) 

    delta = np.abs(x0 - np.array([f(i) for i in range(1, len(x0) + 1)])) 

    C = delta.std() / x0.std() 

    P = 1.0 * (np.abs(delta - delta.mean()) < 0.6745 * x0.std()).sum() / len(x0) 

    return f, a, b, x0[0], C, P    # Returns grey prediction function, a, b, first term, variance ratio, and small residual probability 

 

 


